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Abstract. Perhaps the most ubiquitous phenomena associated with electrostatically actuated MEMS devices is
the “pull-in” voltage instability. In this instability, when applied voltages are increased beyond a certain critical
voltage there is no longer a steady-state configuration of the device where mechanical members remain separate.
This instability severely restricts the range of stable operation of many devices. Here, a mathematical model of
an idealized electrostatically actuated MEMS device is constructed for the purpose of analyzing various schemes
proposed for the control of the pull-in instability. This embedding of a device into a control circuit gives rise
to a nonlinear and nonlocal elliptic problem which is analyzed through a variety of asymptotic, analytical, and
numerical techniques. The pull-in voltage instability is characterized in terms of the bifurcation diagram for the
mathematical model. Variations in various capacitive control schemes are shown to give rise to variations in the
bifurcation diagram and hence to effect the pull-in voltage and pull-in distance.
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1. Introduction

The field of microelectromechanical systems (MEMS) has undergone a startling revolution in
recent years. It is now possible to produce functioning motors that can only be seen with the
aid of a microscope, gears smaller than a grain of pollen, and needles so tiny they can deliver
an injection without stimulating nerve cells. The use of existing integrated circuit technology
in the design and production of MEMS devices allows these devices to be batch-processed,
hence made in quantity, inexpensively. This in turn is igniting a revolution in areas such as
biotechnology, where devices that once could only be dreamed about have suddenly been
made possible.

The ability to manufacture mechanical parts such as gears and levers on a length scale
characterized by microns is not however the end of the story. The challenge is also to un-
derstand how physical systems behave on these scales. That is, an understanding of fluid,
electromagnetic, thermal, and mechanical forces on the micron length scale is necessary in
order to understand the operation and function of MEMS devices.

Applied forces used to provide locomotion for MEMS devices are of particular interest. It
is neither feasible nor desirable to attempt to reproduce modes of locomotion that work on a
macroscopic scale. For example, magnetic forces, which are often used for actuation in the
macro world, scale poorly into the micro domain decreasing in strength by a factor of ten
thousand when linear dimensions are reduced by a factor of ten [1]. This unfavorable scaling
renders magnetic forces essentially useless. At the micron level, researchers have proposed a
variety of new modes of locomotion based upon thermal, biological, and electrostatic forces.
Each of these forces scales favorably as the linear dimensions of the system are decreased.



346 J.A. Pelesko and A.A. Triolo

The canonical example, and the subject of this paper, is the utilization of electrostatic forces
for MEMS device actuation. In general [1], electrostatic forces only decrease by a factor of
one hundred when linear dimensions decrease by a factor of ten. With a slight increase in
electric field strength, it is even possible to obtain a one to one scaling between force and
linear dimension.

This highly favorable scaling was recognized and exploited as early as 1967 by Nathanson
et al. [2]. In their seminal paper, Nathanson and his coworkers describe the manufacture,
experimentation with, and modeling of a millimeter sized resonant gate transistor. This early
MEMS device utilized both electrical and mechanical parts on the same substrate. Numerous
benefits of such an approach, including size savings, cost savings, and improved efficiency
were demonstrated. However, even at this early stage of MEMS research, the ubiquitous “pull-
in’ voltage instability was encountered. In this instability, when applied voltages are increased
beyond a certain critical voltage, there is no longer a steady-state configuration of the device
where mechanical members remain separate. That is, device components crash together and
often stick or break leading to device failure. This instability severely restricts the range of
stable operation of many devices.

Recently, several authors have proposed and analyzed control schemes in an effort to over-
come this instability. Chu and Pister [3], proposed a voltage control algorithm, while Seeger
and Crary [4, 5], and Chan and Dutton [6], studied capacitive control schemes. In this paper
we focus on control via the addition of a series capacitance. In [4], Seeger and Crary analyzed
a control scheme which placed a fixed capacitor in series with a MEMS device by studying a
mass-spring model. In the course of their analysis, nonlinear terms arising from the electrosta-
tic force and from the additional capacitance were found to cancel. This led to the result that
the scheme could stabilize a device over the entire range of motion. In [6], 2-D effects were
included in a mass-spring model in an ad-hoc manner. In particular they modeled the force on
an electrostatically actuated 2-D beam through a lumped element representation. Essentially,
the beam was chopped into two pieces with different deflections to capture the difference in
behavior between the edges and the center. This was then treated as two parallel plate MEMS
devices placed in series. Mathematically, this removed the cancellation of nonlinear terms
seen by Seeger and Crary and led to the conjecture that the control scheme is only partially
stabilizing. In [5] an MOS capacitor was used in place of the fixed capacitor. When run in
deep depletion, the MOS device acts a varactor. That is, the capacitance of the device is now
voltage-dependent. Seeger and Crary showed that this scheme led to greater stabilization with
a lower energy cost. Again, their analysis was done with the aid of a mass-spring model.

In this paper, we analyze both series capacitance control schemes in the context of a two
dimensional model. In particular, we model the device shown in Figure 1, which consists of
an elastic strip suspended above a rigid plate. The strip is held fixed at two ends and remains
unsupported along the other edges. This structure is a common MEMS building block. It is
easy to fabricate using a variety of materials and is particularly versatile. Examples of the
fabrication and use of this structure appear in references [7-9]. In this paper we treat the strip
as an elastic membrane. While this approximation will not be valid for all MEMS devices, it
will be valid for many, such as micropumps made of thin glassy polymers [10, 11] or devices
such as the grating light valve (GLV), composed of thin ribbons held under tension [12].
Also it will be a good approximation for devices whose thickness is many times less than
their deflection, [13, pp. 344-345], such as those discussed in [3, 14-18]. Further, even for
devices for which bending stresses cannot be ignored, we expect our model to yield qualitative
if not quantitative understanding. Next, the device is embedded in a simple closed circuit
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Figure 1. Geometry of our idealized MEMS device.

consisting of a battery and either a fixed capacitor or a varactor. The model consists of the
circuit equations, the equation of elasticity for the strip, and the potential equation for the
electrostatic field. We assume that the device has a small aspect ratio and use an asymptotic
method to obtain an approximate solution to the potential equation. The same method is used
to compute an approximation to the capacitance of our idealized device. The validity of these
approximations is verified by comparison with numerical solutions of the potential equation.
Using the approximate solutions for the potential in the equation of elasticity, we obtain a
nonlinear and nonlocal differential equation for the shape of the deflected membrane. We
analyze this equation using a combination of asymptotic, rigorous analytical, and numerical
techniques. We relate the nonlocal problem to a local problem through a simple mapping.
The local problem was partially analyzed in [19]. We utilize the mapping between the local
and nonlocal problems to translate several of the results in [19] to results about the nonlocal
problem. Next, utilizing the symmetry of the local problem, we characterize the bifurcation
diagram for the mathematical model and the pull-in instability in terms of this bifurcation
diagram. In particular, we verify the conjecture of Chan and Dutton that 2-D effects limit the
success of the fixed capacitive control scheme, i.e. the pull-in instability persists. We show
how variations in the capacitance of the fixed capacitor effect the pull-in voltage and pull-
in distance. The mathematical model for the varactor control scheme is algebraically more
complicated. Nevertheless, we are able to use tools similar to those employed for the fixed
scheme in order to gain an understanding of the behavior of solutions for this model. Once
again, the bifurcation diagram is sketched and used to show how the control scheme effects the
pull-in instability. In particular, we show that the varactor also exerts a stabilizing influence
on the system, but at a lower voltage cost than the fixed capacitor.

2. Formulation of the model

In this section we present the governing equations for the behavior of an idealized electro-
statically actuated MEMS device. We begin with the equations which govern the electrostatic
field, and hence the electrostatic forces on device components. In doing so, we find that the
specification of the electrostatic potential for our model requires that we prescribe the voltage
drop across the device. In turn, this voltage drop depends upon other circuit components and
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the current device configuration. In a pair of subsections, we compute the voltage drop across
our device for two proposed control circuits.

Our idealized device consists of an elastic membrane suspended above a rigid plate. Both
membrane and plate have width w, length L and are separated by a gap of height /. The
geometry is sketched in Figure 1. A potential difference is applied between the membrane and
the plate, which are both assumed to be perfect conductors. With these assumptions in mind,
we formulate the equations governing the electrostatic potential in the region surrounding the
device, and the elastic displacement of the membrane. The electrostatic potential, ¢, satisfies

V2¢ =0, @
o', y,=1)=0, x'e[-L/2,L/2], Yy €[-w/2,w/2], 2
o, Y, u) =V, f@w' /D), x' €[-L/2,L/2], y €[-w/2,w/2], (3)

where here u’(x") is the displacement from z' = 0 of the membrane, V; is the source voltage
and the function f embodies the fact that the voltage drop across our device when embedded
in a circuit may depend upon «’. Note that f is a dimensionless function. Further note that we
are assuming a one-dimensional nature to the displacement, i.e. «’ is a function of x” only. In
general, we expect the displacement to be a function of both x” and y’. However, to clarify the
role of 2-D effects on capacitive control schemes, the assumption that ' is a function of x’
alone is sufficient. Of course, this leads to simplification in the analysis which follows. This
displacement is assumed to satisfy a one dimensional membrane equation

d?u’
dx’?

with right-hand side proportional to the norm of the gradient of the electrostatic potential.
Here, T is tension and ¢q is the permittivity of free space. We assume that the membrane is
held fixed along the edges at x = L /2 and impose the boundary conditions

W(=LJ2) =u'(L/2) = 0. (5)

_ % 2
T =3 IV 4)

Implicit in the assumption that »’ is a function of x" alone is the assumption that the remaining
edges are free.

Next, we introduce dimensionless variables and rewrite our governing equations in dimen-
sionless form. We define

V=9/Vy, u=u'/l, x=x/L, y=y/w, z=7]/I (6)
and substitute these in Equations (1)—(5). This yields

% 0% %

2 2 _

€ <8x2+a 8y2)+8z2_0’ (7
Y(x,y,—-1) =0, xe[-1/2,1/2], ye[-1/2,1/2], (8)
llj(-x’ Y, M) = f(u)v X € [_1/2’ 1/2]’ y € [_1/2’ 1/2]’ (9)

Ru (N, L\, (o)’
dx—z—*‘<€ (5) ~(5) +(5)) o
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Figure 2. Sketch of the basic control circuit.

u(=1/2) = u(1/2) = 0. (11)

Here ¢ = I/L is an aspect ratio comparing device length to gap size, « = L/w is an aspect
ratio of the device itself and p = ¢ V2L2/2T® is a dimensionless number which characterizes
the relative strengths of electrostatic and mechanical forces in the system.

2.1. FIXED CAPACITIVE CONTROL

As previously mentioned when our device is embedded in a circuit, the voltage drop across
the device, V, depends upon other circuit elements and the current device configuration. By
applying Kirchoff’s laws, we find that the voltage drop, V, across our idealized MEMS device
is given by

v,

V=1rcic, 2

when the device is embedded in the circuit shown in Figure 2. This is the control scheme
proposed in [4] and studied using mass-spring models in [4, 6]. Note that the only additional
component is a fixed capacitor. This means that the circuit acts as a voltage divider and exerts
a stabilizing influence on the device. That is, our device is itself a capacitor, and its capaci-
tance, C, appearing in Equation (12), is a function of device position. This capacitance will
increase as the membrane approaches the rigid plate, causing V to drop and hence reducing
the electrostatic force, thereby stabilizing the device. Note that Equation (12) may be used to
define f for this circuit as

1

1+C/Cy (13)

fu) =
In Section 3 we will present an approximate technique for computing the capacitance, C.
2.2. VARACTOR CAPACITIVE CONTROL

Again, we consider the circuit shown in Figure 2, with the modification that the previously
fixed capacitor, C, is now taken to be a varactor. A special case of this setup was studied by
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Seeger and Crary [5], using a mass-spring model. The result of substituting a varactor is that
the capacitance, C, is now a function of the voltage drop across this varactor. If V is this
voltage drop, then the behavior of C; may be assumed to follow the power law

Cr=Cpy( L
f = ml

1/2
v (14

Here, V4 is the contact junction potential and C,, is the capacitance at zero applied voltage.
We note that both parameters depend upon doping profiles and device geometry. The reader
is referred to [20] for a full discussion of varactor models and varactor uses.

Now, as in the previous subsection, we may apply Kirchoff’s laws and conclude that the
voltage drop across our MEMS device, V, is given by

Vs
V= Tic/c (15)
while V is given by
Vi=-V -V, (16)
Note that Equation (15) may be used to define f for this device as
0 pup——— an
1+C/Cy
where Cy = C(u) is defined implicitly through
2
“u(trerer) () - &

Also, as in the previous subsection, the capacitance of our MEMS device, C, is unknown. In
Section 3 we will present an approximate method for computing C in terms of u.

3. The€lectrostatic field

In this section we explore techniques for obtaining approximate analytical and numerical
solutions to the electrostatic problem, Equations (1)-(3). As we have seen, these solutions are
necessary for computing both elastic forces on our device and the capacitance of our device.
The problem of computing the electrostatic field, either asymptotically or numerically, for the
purpose of figuring capacitance’s and forces is an old problem with a rich history. The reader
is directed to references [21] and [22] for a first look at this field. In this paper, our goals
for these problems are two-fold. First, we wish to compute a simple approximate expression
for the potential. This will allow us to reduce the problem to a nonlinear elliptic equation
governing the elastic displacement. Second, we wish to verify that for the displacements thus
obtained, our approximate potential is valid. The first goal is accomplished via a perturbation
expansion, while the second is handled numerically.



Nonlocal problems in MEMS device control 351
3.1. AN ASYMPTOTIC THEORY

To compute the potential, we must solve

%y %y %y

2 2 _

€ (ax2 +a 8y2) + 57 = 0, (19)
V(x,y,—1) =0, xe[-1/2,1/2], ye[-1/2,1/2], (20)
V(x, y,u) = fw), xel-1/2,1/2], yel-1/2,1/2]. (21)

To compute the capacitance of the device, we need the potential for the case f(u) = 1 and
then may compute the capacitance, C, through

12 172 5
C = CO/ / —(x v, 0) dx dy. (22)

_12J-12 0

Note that Cy is the capacitance of the undeflected device.

Here, we develop a leading-order theory by utilizing the fact that for a typical MEMS
device the aspect ratio, ¢, is small. We assume that a> = O(1). Hence, we ignore terms of
order epsilon squared in Equation (19). Then solving the resulting equation for the potential
we easily find that

1+
=100 @)

Utilizing this approximation in our expression for the capacitance, we find that the normalized
capacitance may be expressed as a functional of u through

E_/m e (24)
Co Jopl4u®

3.2. NUMERICAL COMPARISON

In order to validate the aforementioned asymptotic solution, a 3-D moment method solution
was constructed for the geometry shown in Figure 1, where the top plate is held at a normalized
potential of one and the bottom plate is held at potential zero. The moment method analysis
used here follows that of Harrington, [22, pp. 114-118], for the parallel plate capacitor, except
in this case the top plate is deformed. The method is outlined here for convenience. The well-
known solution to the electrostatic problem of a potential from an arbitrary charge distribution

is
Y(x,y,2) = ///G(XAJ)E}RZ x'dy’dz’, (25)

where R = /(x — x)2 + (y — y)2 + (z — /)2 is the distance from the source point (x', ¥/, z’)
to the observation point (x, y, z). For the geometry shown in Figure 1, the potential is spec-
ified as constant on two perfectly conducting, infinitely thin plates and the unknown charge
densities on each of these plates is specified as o, for the top plate and o, for the bottom plate.
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The boundary conditions on the top and bottom plates are {» = 1, and ¢ = 0, respectively.
This results in the pair of coupled integral equations

1/2 1/2 o, (x/ y/)
1= / dx’/ dy’ |
“12 S Arey/(x —x)2+ (y — ¥)? + (u(x) — u(x))?

+ Gb(x/7 y/) ’ (26)
dre/(x — x)2 4+ (y — ¥)2 + (u(x) + 1)?
1/2 1/2 ;o
0 = / dx’/ dy’ ox, Y)
—12 Joap drey/(x —x)2+ (y — y)2+ (L + u(x))?
Gb(x/’ y/)
+ . 27
dre/(x — x)2+ (y — y/)2i| @7

The unknown charge densities can be found by breaking each plate into N small subsections
As, where the charge density can be considered constant. If we define basis functions

1 onAs,
o= { 0 on all otherAs,, (28)

the two charge densities can be represented by

N 2N
o (x,y) %Zunfn’ op (x,y) ~ Z A fu- (29)
n=1 n=N+1
The two integral equations now become summations, i.e.,
N 2N
L Y o+ Y 1o, (30)
n=1 n=N+1
N 2N
0~ > Mant+ Y Iha,. (31)
n=1 n=N+1
This system can be easily written in matrix form as
[l][un] = [gn]a (32)
where [1]isa 2N x 2N matrix composed of submatrices as shown
_ [ltt] [ltb]

The vector [g,] represents the boundary conditions on the potential, and in this case is written
as
-1 -
1
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Figure 3. Comparison of potential half-way between the maximum deflection point on the deformed top plate and
the flat bottom plate. The asymptotic approximation is dashed, the numerical solution solid. € = 0-1, maximum
deflection is u = —0-1, r.m.s. error is 0-2%.

The integrals contained in [/] must still be evaluated in order to solve this system. A point
charge approximation is used in order to speed computation. This approximation assumes that
the charge density on each subsection can be represented by a point charge and the potentials
are evaluated at the centers of each subsection. The point charge approximation yields a 3-8%
error for adjacent subsections and less for non-adjacent ones, [23].

Simulations were performed by use of the above method of moments (MoM) formulation
for plate deformations governed by Equation (47). The two plates were each subdivided into
900 segments (30x30), the plate charge densities were found and subsequently used to find
the potential as a function of x halfway between the maximum deflection point and the bottom
plate.

In order to evaluate the validity of the asymptotic (approximate) solution, we can define an
rms error as

L/2
erryms = \/f |llfasymptotic - lL’M(;M|2dx, (35)
—L/2

where L is the length of the plate in the x-direction. R.m.s. errors for various values of max-
imum plate deflection o and ratios of plate separation to plate width € are shown in Table 1.
The ratio € is varied by fixing the plate separation / and changing the plate width in the x
direction (L). The observation point z can be expressed as the fraction of the distance from

the maximum deflection point z = —a to the fixed bottom plate at z = —1 by the following
equation

z=—al—r)—r (36)
When r = 0, the observation point is located on the top plate at y = 0, z = —a. When

r = 1, the observation point is located on the bottom plate at y = 0, z = —1. Three cases
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Figure 4. Comparison of potential half-way between the maximum deflection point on the deformed top plate
and the flat bottom plate. The asymptotic approximation is dashed, the numerical solution solid. e = 1, maximum
deflection is u = —0-1, r.m.s. error is 9%.
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Figure 5. Comparison of potential half-way between the maximum deflection point on the deformed top plate and
the flat bottom plate. The asymptotic approximation is dashed, the numerical solution solid. ¢ = 0.1, maximum
deflection is u = —0-7, RMS error is 0.9%.
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Table 1. Root mean square error in the asymptotic approximation for
different values of the aspect ratio, maximum deflection and measure-

ment point.

€ o Rms. %atl/4 Rms. %atl/2 R.m.s. %at3/4
0-1 07 22 0-9 0-4

025 07 35 2:4 0-5

075 07 74 5.6 2-8

1 0.7 87 6-7 4.4

0-1 01 04 0-2 0-4

025 01 11 0-8 1.2

075 01 63 5.7 31

1 01 99 9 3-8

£=1.00, 0= -0.70,y = 0.00, 2= 0.50, err__=0.067
05 T T T T Vel T T T T

Figure 6. Comparison of potential half-way between the maximum deflection point on the deformed top plate
and the flat bottom plate. The asymptotic approximation is dashed, the numerical solution solid. ¢ = 1, maximum
deflection is u = —0-7, RMS error is 6.7%.

of observation point location were chosen to demonstrate z dependence of the potential. One
point is taken close to the maximum deflection point on the top plate (» = 1/4), the second
point is midway between the maximum deflection point and the bottom plate (r = 1/2), the
last is taken close to the bottom plate (r = 3/4).

Table 1 shows that the asymptotic solution is best when ¢ is small, that is, when the plate
width is much larger than the plate separation. For e = 0-1, the RMS error is less than 1%
for both large deflections (o = 0-7) and small deflections (o« = 0-1). The case where plate
separation is equal to the plate width, e = 1, has r.m.s. errors less than 10% for all observation
points. Representative data for two values each of o and € are shown in Figures 3-6.
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The asymptotic solution introduced in the previous section relies upon the assumption
that fringing fields can be neglected when the plate separation is small compared to the plate
width. This is quantitatively verified through the above numerical comparison, which shows
a less than 1% r.m.s. error with small €. The numerical comparison also shows that even for
resonably large €, the asymptotic solution is in error by less than 10%.

4. Analysisof fixed capacitive control

In this section we bring together our circuit analysis, approximate potential, and approximate
capacitance calculations in order to derive a simple model of the elastic behavior of our MEMS
device embedded in the capacitive control circuit, Figure 2.

First, making the small aspect ratio approximation, as was done in our field calculations,
we may reduce our elastic model to

d2u )2
g =B(E) , @7)
u(=1/2) = u(1/2) = 0. (38)

Now, recall from Section 3.1 that our approximate potential is given by

Y= fw)(@+2)

; 39
1+u (39)
while from Section 2.1 f(u) is given by

fluy = — “0)

Y= 1xc/e,
The approximate normalized capacitance was given in Section 3.1 as
1/2

C_ / u (41)

Co Jo121+u®
and hence f(u«) may be rewritten as

1

L+ % 0 g

where x = Co/C . Now using this expression for f together with Equation (39) in Equa-
tion (37), we obtain

d’u . p
dx? (14 w21+ flﬁz %ug(c))z

(43)

as the governing equation for the elastic displacement of the membrane when the device is
embedded in the simple capacitive control circuit, Figure 2. The boundary conditions remain
unchanged, i.e.,

u(—=1/2) =u(1/2) =0. (44)



Nonlocal problems in MEMS device control 357

Throughout the remainder of this section we shall analyze the solutions of Equations (43)-
(44) in order to understand the circuits influence on our MEMS device. In particular, we are
seeking solutions with u > —1 asu < —1 implies that the membrane and plate have collided.

We begin with the observation that Equations (43)—(44) are nonlocal. It is interesting to
note that similar nonlocal equations arise in the study of Ohmic heating, again due to the
influence of an electric field, see [24-26]. If we confine our attention to symmetric solutions
a few elementary properties of solutions to Equations (43)—(44) follow almost by inspection.
Since the second derivative is everywhere positive for positive §, the solution must be con-
cave up everywhere or more succinctly, convex. Combining convexity with symmetry implies
that u(x) > u(0) for all x € [—1/2,1/2]. Finally, since the solution must be zero on the
boundaries, and remain convex, we have that u(x) < 0 for all x € [—1/2,1/2] as well. We
summarize these results in the following theorem.

THEOREM 4.1. Any smooth symmetric solution u € C?[—1/2, 1/2] to Equations (43)—(44)
satisfies

(i) u is convex,

(i) u(x) <Oforall x e [-1/2,1/2].

(i) u(x) > u(0) forall x e [-1/2,1/2].

In order to obtain a more detailed understanding of this nonlocal problem, which we shall
denote (NLP), we will need to understand the nature of solutions for the associated local
problem denoted (LP) which we define through the equations

d?u 3
2~ I+w? (45)
u(—1/2) =u(1/2) =0. (46)

We note that this system of equations governs the deflection of the membrane when the only
other circuit element is a fixed voltage source. This may be seen as the problem (LP) results
from setting x = 0 in (NLP). The relationship between solutions of problem (NLP) and
problem (LP) is captured by the following key lemma.

LEMMA 4.1. A solution, u, of problem (NLP) is a solution of problem (LP) for
B

A= 7 , while a solution, u, of problem (LP) is a solution of problem (NLP)
L+ x 2 T’
—1/2 1+u(®)

for B = n(1 vk
orp = +X/;1/21+M(§)

)%

Proof. Obvious.
Note that this lemma implies that the set of solutions to (LP) and (NLP) are identical. Hence
results concerning (LP) may be translated into results for (NLP), the translation being through
the mapping between B and . given in the lemma. Throughout the remainder of this section
we shall restrict our attention to positive values of » and 8, as this is the physical regime. We
further note that (LP) was partially analyzed in [19] and in fact Theorem 4.1 could have be
proved by comparison with (LP) together with Lemma 4.1.

An easy first example of the translation of results is the existence of a bound from below
on smooth solutions to (NLP).
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THEOREM 4.2. Any smooth symmetric solution, u € C?[—1/2, 1/2], is bounded from below
by —1. That is u satisfies
MN0>ux)>ul@ > -1

Proof. The inequality holds true for (LP) as discussed in [19], to obtain for (NLP) apply
Lemma 4.1.

As a second example of the translation of results we formulate a local existence theorem.
For problem (LP) we have

THEOREM 4.3. For any € > 0 there exists a \(e) > 0 such that a unique solution to problem
(LP) may be found in the set

S = {u(x) € C[-1/2,1/2] : =1 + € < u(x) < 0}
for any % € [0, M(e)].

Proof. See [19].
By combining the result of Lemma 4.1 with Theorem 4.2 we obtain the following corollary.

COROLLARY 4.1. For any € > 0, there exists a (e) > 0 such that a unique solution to
problem (NLP) may be found in the set S, for all 8 € [0, B(¢)].

Proof (computer-assisted). Since the solution set u(x, \) to problem (LP) depends contin-
uously on %, we have that g is a continuous function of \ when defined by the mapping in
Lemma 4.1. Further, $(0) = 0 and B(\(¢)) > 0 since the integral in problem (NLP) is finite.
Hence solutions u(x, 1) on [0, X(¢)] are mapped continuously to solutions «(x, B) on [0, B(e)]
for some B(¢e) and we have an existence result. To obtain uniqueness, we rely upon a graphical
argument. Uniqueness would imply that the mapping between A and g is one-to-one. Over
the entire space of solutions, this is not true. Rather, for x > 0, the mapping appears as in
Figure 7. However, restricting attention to S, selects only part of the lower branch in Figure 7
and uniqueness results.
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Figure 8. Bifurcation diagram for varactor capacitive control. The norm on u is the maximum norm. Note that
our analysis implies that the upper branch of each curve continues and tends towards a limiting singular solution
at the point (0, 1).

The relationship between (NLP) and (LP) expressed in Lemma 4.1 is particularly useful
when we wish to sketch the bifurcation diagram for (NLP). In [19] the following implicit
formula’s for the solution of problem (LP) were derived

u+Dw+1—-NE) N 1 u—{—l—B/E_
\/ °E +Eﬁtanh ‘/—u+1 = x, (47

1-%/E » 1
+ tanh™ /1 —\/E = =. 48
°E T / > (48)

By numerically solving Equation (48) for E as a function of X, using this result in Equa-
tion (47) to compute u(x, %), and combining with the mapping in Lemma 4.1, we may sketch
the bifurcation diagram for problem (NLP). This is done in Figure 8 for various values of .

We notice that the bifurcation diagram consists of a single fold for all values of y > 0.
The pull-in instability may be described in terms of this bifurcation diagram. For values of
B less than some critical value p* two solutions exist, while as p* is approached, these two
solutions coalesce and disappear. Since for § beyond p* no solution exists, we conclude that
B* corresponds to the pull-in voltage, i.e. this is the voltage beyond which the membrane
collapses onto the rigid plate.

At this point, the analysis of the capacitive control scheme for our device is essentially
complete. However, the reliance on the exact solution to (LP) in order to establish the pull-in
property and sketch the bifurcation diagram for (NLP) is somewhat unsatisfying. In particular,
if we wished to change from our “strip” geometry to any other shape device, we cannot expect
to have an exact solution to the local problem available. With this in mind, we present a few
results which begin to generalize our analysis from the strip geometry to an arbitrarily shaped
device. We begin by establishing the fact that the pull-in property is a generic feature of a
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Figure 9. Bifurcation diagram for fixed capacitive control. The norm on « is the maximum norm. Note that our
analysis implies that the upper branch of each curve continues and tends towards a limiting singular solution at
the point (0, 1).

generalized local problem (GLP). That is, we show that the pull-in phenomena occurs for a
MEMS device of rather arbitrary geometry.

THEOREM 4.4. Let Q be a bounded domain in %t? with smooth boundary 92. Consider

_ A
A 4w?
with Dirichlet boundary condition

Q, (49)

u=0 on 0R. (50)
Then, there exists a A* such that no solution u exists for any A > \*.
Proof. Let a; be the lowest eigenvalue of
—Au=oau on £, (51)
u=0 on 0dQ (52)

with v; the associated eigenfunction. It is well known that o, is simple and that v; may be
chosen strictly positive in 2. Now, rewrite Equation (49) as

N
—Au — a1u = —m — o1U. (53)
The solvability condition for this problem is then
A
(7 + OL]_M)U]_ =0. (54)

Q (1 +l/l)2
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Since vy is strictly positive, the term in parenthesis must either be identically zero, or it must

change sign. That it is not zero is clear. Hence, we are led to consider —— + aqu. If this

(1+u)?
expression is to change sign, at some «, we must have m = —ayu. A simple plot of each
side of this expression as a function of u reveals that as \ is increased beyond some value »*
the two curves no longer intersect and hence no solution exists for » > \*.

We note that the proof is similar to the argument used to prove the existence of ‘blow-up’
in reaction diffusion systems or nonexistence in the Bratu problem, [27, pp. 652—-654]. This
similarity to problems arising in combustion or microwave heating suggests that techniques
such as those found in [28] may be adapted to derive bounds on A*. Such an analysis is
beyond the scope of this paper. Further, we again note that we have established that the
pull-in phenomena occurs for an arbitrarily shaped planar electrostatically actuated MEMS
device which is held fixed at the edges. Establishing that when embedded in the capacitive
control scheme, an arbitrarily shaped device still possesses the pull-in property would require
a detailed study of the mapping in Lemma 4.1 generalized as in Theorem 4.3 and examined
for all possible shapes. We do not carry out such an analysis here. Rather, for our strip problem
we demonstrate a methodology that allows one to determine if the controlled device still has
the pull-in property, even when an exact solution to the local problem is unavailable.

The essential question is whether or not the curve of solutions in the bifurcation diagram
‘bends back’ upon itself. In Theorem 4.3, we proved that it does for (GLP) and from the exact
solution in [19] we know that it does for (LP). Now, we must determine how this folded curve
maps into the bifurcation diagram for (NLP) under the mapping in Lemma 4.1. To study this
question, we map the solutions to the boundary value problem to the solutions of an initial-
value problem. This technique which exploits the underlying symmetry in the equation, is
well known in fluid dynamics. It is sometimes called exact shooting and was first introduced
by Toepfer, [29], in 1912 in connection with the Blasius problem. In the 1960’s and 1970°s it
was extended to a wide class of problems primarily through the work of Klamkin and Na. The
interested reader is referred to Chapter 7 of [30] for a discussion and full list of references.
We introduce the following initial-value problem (IVP)

d?w 1
o (55)
w0 =1 w'(0)=0. (56)

If we let c = —u(0) then all solutions to (LP) can be generated from this initial-value problem
by setting u(x) = aw(bx) — 1 and then requiring that

1 ©
= —, l—c= —— =1 57
T w2 R ®7)
We may solve for \ in terms of b and w to find that
b2
A= —. 58
w(b/2)3 8)

So, we see that the behavior of the bifurcation curve for (LP) may be obtained by studying
solutions of (IVVP) for x — oo. The asymptotic behavior of solutions to (I\VP) for arbitrary
initial conditions was presented in [19]. It was shown that

w(x) ~ ox — iz log(x) +---. (59)
a
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Combining this with our expression for A, we find that

1
A~ — 60
"y (60)
as b — oo. Hence as expected the bifurcation curve for (LP) bends back and approaches
» = 0. Finally, we may substitute our expressions for A and « into our mapping in Lemma
4.1. We find that

b2 w(b/2) /b/z dy )2
- (1 ) 61
b w(b/2>3< X e (o)

Now, from our asymptotic approximation for w, we see that the first term in this expression
goes like 1/b as b — oo while the term in parentheses goes no faster than log(b). Hence the
bifurcation curve for (NLP) also bends back and approaches g = 0. That is, the controlled
device still possesses the pull-in property. Again note, only the asymptotic behavior of (IVP)
was needed to obtain this result.

5. Analysisof varactor capacitive control

In this section we bring together our circuit analysis, approximate potential, and approximate
capacitance calculations in order to derive a simple model of the elastic behavior of our MEMS
device embedded in the varactor control circuit; see Figure 2.

First, making the small aspect ratio approximation, as was done in our field calculations,
we may reduce our elastic model to

d2u )2
=t (50 (62
u(—1/2) =u(1/2) =0. (63)

Now, recall from Section 3.1 that our approximate potential is given by

1+
v= 1510 )

We may use Equation (64) in Equation (62) to obtain

du  Bfw)?

- Atu? (65)

u(=1/2) =u(1/2) =0 (66)
as the governing equations for the elastic displacement of our device when embedded in the
varactor control circuit; see Figure 2.

For this varactor circuit, the specification of f(u) is not as straightforward as it was for the
fixed capacitor circuit. Recall that from Section 2.2 f(u) is given by

fuw) = irc/c, (67)
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while the approximate normalized capacitance was given in Section 3.1 as

C vz od
c_ / ¢ (68)
Co —12 L4 u(®)
Further recall that C  is not constant, but rather is defined by
1 1/2
Cr=Cp|——) - 69
! (1 _— /Vo) ©9)

This expression for C; contains V, which is not known, but may be eliminated in favor of V
and V; through

Vi=-V -V, (70)
While V; is specified, V is unknown but must satisfy

-V,
|/ p—C—
1+C/C;

Taken together, Equations (65)-(71) complete the specification of our model for the elastic
displacement of our device when embedded in the varactor control circuit.

We note that the analysis of this model will be more complicated than that for the sim-
ple capacitive control circuit. Nevertheless, the two models have much in common and our
methods in the previous section suggest an approach here. First, we observe that this system,
Equations (65)—(71), may still be viewed as a nonlocal and nonlinear elliptic problem. In
particular, f(u), while defined implicitly, is still simply a functional of u, with its dependence
on u given by Equation (68). Hence, we may still relate solutions of this problem to those of
an associated local problem, (LP). Once again, the associated local problem is given by

(71)

d’u PN
dx2 - 1+ u)?’ (72)
u(—1/2) =u(1/2) =0 (73)

and the relationship between solutions to our nonlocal varactor problem, (NVP), and this local
problem, (LP), is summarized in the following lemma.

LEMMA 5.1. A solution, «, of problem (NVP) is a solution of problem (LP) for x = B f?(u)

while a solution, u«, of problem (LP) is a solution of problem (NVP) for § = ﬁ

Proof. Obvious.

Again, as in the previous section it is possible to use Lemma 5.1 to prove several results
about the nature of solutions to (NVP). Since the algebra is tedious and the results similar to
those in Section 4, we spare the reader this analysis. Rather, we use (LP) and Lemma 5.1 to
sketch the bifurcation diagram for (NVP). This is done in Figure 9. The implications of these
results are discussed in the following section.

6. Discussion

We began by formulating a model of an idealized electrostatically actuated MEMS device
embedded in a control circuit. The model consisted of three parts. First, the electrostatic
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potential on and around the device was assumed to satisfy Laplace’s equation with the ap-
propriate boundary conditions. Second, the elastic displacement of the device was assumed
to satisfy an elliptic ordinary differential equation. The model geometry, a rectangular elastic
membrane suspended above a rigid plate, together with assumptions concerning the elastic
boundary conditions allowed us to make the assumption that the elastic displacement, u, was
a function of a single spatial variable. We note that the electrostatic and elastic problems
were coupled nonlinearly. That is, the location of the boundary conditions for the electrostatic
problem depended upon the elastic displacement, while the forcing term in the elastic equation
was proportional to the norm of the gradient of the potential, squared. The third part of the
model consisted of equations governing the behavior of the circuit in which our MEMS device
was embedded. These equations were derived by applying Kirchoff’s laws. We note that the
circuit equations were coupled to both the electrostatic and elastic problems. In particular,
the potential drop specified in the electrostatic boundary conditions depended upon circuit
behavior, while the circuit behavior depended upon the capacitance of the MEMS device and
hence depended upon the elastic displacement, u.

Our next step was to simplify the model. Our main approximation was to use the small
aspect ratio of our MEMS device to obtain an approximate solution to the potential equation.
In engineering terms, we ignored fringing fields. The accuracy of this approximation was
investigated in Subsection 3.2 by comparing the approximate solution to numerically obtained
exact solutions. The upshot of this comparison is that for small aspect ratios, the approximate
potential is very close to the exact. With this approximate solution in hand, we next turned to
the elastic and circuit equations.

The reduced model, i.e. using the approximate potential, was studied for two different pro-
posed control circuits. In order to see the effect of each control circuit it is useful to examine
the behavior of our MEMS device when it is placed in a closed circuit with a fixed voltage
source. We note that this corresponds to setting x = 0 in problem (NLP) from Section 4. As
mentioned previously, this system was studied in [19]. The bifurcation diagram for positive
values of B is sketched in Figure 9 and corresponds to the x = 0 curve. We see that the
bifurcation diagram consists of a single fold and hence for positive values of § less than some
critical value g*, two solutions exist. As f approaches g* these solutions collide and at g*
they disappear. This critical value p* corresponds to the pull-in voltage and hence we have
characterized the pull-in instability in terms of this bifurcation diagram. That is, for § > g*,
no steady-state solution of the problem exists, i.e. the elastic membrane has collapsed onto
the rigid plate. We further note that under the assumption that the lower branch of the bifur-
cation diagram is the stable branch, the pull-in distance (maximum achievable displacement)
corresponds to the value of ||u|| at = B*. Observe that this distance is less than 1/2.

Now, we can use our model to examine the effect of a control circuit on the stability of
our MEMS device. We first turn our attention to the simple fixed capacitive control scheme
proposed by Seeger and Crary in [4]. Seeger and Crary studied this scheme by using a simple
mass-spring model to model the elastic behavior of a MEMS device. Further they concluded
that the fixed capacitive control scheme fully stabilized the device, effectively removing the
pull-in instability. At odds with this conclusion was the result obtained by Chan and Dutton
in [6]. Chan and Dutton, like Seeger and Crary, used a mass-spring model, but they began
to include two dimensional effects in an ad-hoc manner. On the basis of this model they
concluded that pull-in persists. By plotting the bifurcation diagram for the fixed capacitive
control model studied in Section 4, we also conclude that pull-in persists. Again turning to
Figure 9 and this time focusing on curves for x > 0, we see that the bifurcation diagram for
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this system is still characterized in terms of a single fold. Again, this implies that for g greater
than some critical value $*, no steady solutions exist and pull-in has occurred. We also note
that as y is increased, the ‘nose’ of the curve moves up and to the right. This implies that the
fixed capacitive scheme is partially stabilizing. That is, the achievable maximum displacement
has increased. Again examining Figure 9, we see that this stabilization comes at a price, higher
voltages are needed to obtain a given displacement.

In Section 5, we used our model to examine the effect of the varactor capacitive control
scheme also proposed by Seeger and Crary, [5]. Again we note that Seeger and Crary’s analy-
sis, using a mass-spring model, indicated that this scheme should be fully stabilizing. They
also concluded that it would stabilize the device with a lower energy expenditure than the fixed
capacitive scheme. In Figure 8, we plot the bifurcation diagram for our model of the varactor
control scheme. Once again, we see that the bifurcation diagram consists of a single fold and
hence the pull-in instability persists. As with fixed capacitive control however, the scheme is
partially stabilizing. Again we notice the ‘nose’ of the curve has moved up and to the right
relative to the no control case. The maximum achievable displacement has increased. We also
notice that Seeger and Crary’s claim that the scheme requires a lower energy expenditure is
correct. This is seen by noticing that the varactor curve lies in between the no control and fixed
capacitive control curves in Figure 8. So, to get to a given displacement, the varactor scheme
requires a smaller voltage than the fixed capacitive scheme.

Finally, we conclude with a few observations and open questions. We remind the reader
that in Theorem 4.4 it was shown that the pull-in phenomena persists for an arbitrarily shaped
planar MEMS device placed in a closed circuit with a fixed voltage source. The validity of
this conclusion of course is limited to MEMS devices of small aspect ratio which may also
be treated as elastic membranes. While we did not examine the effect of capacitive control
schemes on arbitrarily shaped devices, we introduced an approach in Section 4 that should
prove useful for carrying out such an analysis. That is, while we cannot convert a 2-D bound-
ary value problem to an initial value problem, the symmetries present in 1-D persist in 2-D
and may be exploited. The authors are currently attempting such an analysis and invite the
interested reader to further ponder the effect of shape on the behavior of electrostatically
actuated MEMS devices.
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